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In th is  document we wi l l  go through the step by
step process of image generat ion by Generat ive AI  
We wi l l  take an example of "create an image of cat
with a hat" .  I f  we ask th is  quest ion to any
Generat ive AI  bot ,  how it  wi l l  work is  exp la ined in
step by step guide
The guide is  in two sect ions,  one look ing i t  as non
technica l  lens ,  the other sect ion focuses with
technica l  perspect ive 



DINESHLAL

THE  OUTPUT  
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Gett ing Examples :
The AI  needs to see lots of p ictures of cats
and hats so i t  can learn what they look l ike .
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Learn ing from Pictures :  
I t  looks at these p ictures and tr ies to f igure
out what makes a cat and what makes a
hat .
The AI  learns from these examples and
starts recogniz ing patterns in the images.  I t
f igures out th ings l ike shapes,  co lors ,  and
textures .
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Making a New Picture:  
When you ask i t  to make a p icture of a cat
with a hat ,  i t  uses what i t  learned to create
a new picture that i t  th inks looks l ike a cat
with a hat .
I t  knows how to put together a cat shape,
co lor i t  purp le ,  etc .
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Adjust ing i f  Needed: 
I f  the p icture i t  makes doesn 't  look quite
r ight ,  i t  tr ies to f ix  i t  based on feedback or
th ings i t  learned before.
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Making i t  Look Good: 
I t  tr ies to make the p icture as n ice and
rea l i st ic  as poss ib le ,  so i t  looks l ike a rea l
cat with a hat
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Check ing the P icture:  
After making the p icture,  i t  looks at i t  to
make sure i t  looks l ike what you asked for—
a cat wear ing a hat .
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Giv ing You the P icture:  
F ina l ly ,  i t  g ives you the p icture i t  made of
the cat with a hat ,  and you can use i t
however you want.
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Data Acquis i t ion and Preprocess ing:  
The Generat ive AI  model  requires a suff ic ient ly
large and diverse dataset of labe led images
conta in ing cats and hats .  
These images are preprocessed to standardize
dimens ions,  co lor spaces ,  and other attr ibutes for
cons istency dur ing tra in ing.
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Model  Arch itecture Se lect ion:  
Depending on the complex ity of the task,  a
su itab le generat ive model  arch itecture is  chosen,
such as Generat ive Adversar ia l  Networks (GANs) ,
Var iat ional  Autoencoders (VAEs) ,  or other deep
learn ing arch itectures .
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Tra in ing Procedure:  
The model ' s  parameters are opt imized through an
iterat ive tra in ing process us ing techniques such as
backpropagat ion and stochast ic  gradient descent .  
The model  learns to capture the under ly ing
distr ibut ion of cats and hats in the dataset whi le
min imiz ing a predef ined loss funct ion.
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Latent Space Representat ion:  
Images are represented as po ints in a latent space,
typ ica l ly a lower-d imens ional  manifo ld,  where each
point corresponds to a unique feature vector .  
This  latent space representat ion fac i l i tates the
generat ion of new images by sampl ing from the
learned distr ibut ion.

T E CHN I C A L  EXPLANAT ION   -  S T EP  4



DINESHLAL

Inference and Sampl ing:  
Dur ing inference,  the model  generates new images
by sampl ing latent vectors from the learned
distr ibut ion and mapping them to the image space
through the generator network.  
The generator network transforms latent vectors
into synthet ic images of cats with hats .
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Adversar ia l  Tra in ing ( I f  appl icable )  :  
In the case of GANs,  the generator network
competes aga inst a d iscr iminator network,  which
learns to d ist inguish between rea l  and generated
images.  
This  adversar ia l  t ra in ing process he lps improve the
qual i ty and rea l i sm of the generated images.
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Evaluat ion and Val idat ion Metr ics :  
The qual i ty and f ide l i ty of the generated images
are eva luated us ing quant itat ive metr ics such as
Incept ion Score,  Frechet Incept ion Distance (F ID) ,
or perceptual  s imi lar i ty metr ics .  
Addit ional ly ,  qual i tat ive eva luat ion by human
annotators may be employed to assess the v isua l
rea l i sm and coherence of the generated images.
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Deployment and Appl icat ion:  
Once the model  ach ieves sat isfactory performance,
i t  can be deployed in product ion environments for
var ious appl icat ions,  inc luding image synthes is ,
content creat ion,  data augmentat ion,  and art ist ic
express ion.
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SP E C I A L  CR ED I T S  TO  OPENA I ,  C HATGPT ,

 D A L L- E  FOR  TH E  CONTENT  SUPPORT  


