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This document explains one of the
important basic term, essential  for any
Generat ive AI solut ions,  i .e.  Tokens
The document f i rst  def ines Tokens and
Tokenizat ion
Then it  explains var ious types of
Tokenizat ion
Next the document delves into var ious
methods of Tokenizat ion, and how it  is
done, with the help of examples.

WHAT IS COVERED IN THIS DOCUMENT?
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Tokens:  
Tokens are the smallest units of text
that the transformer-based model
processes. 
They act as the bui lding blocks for the
model to understand the meaning of a
sentence.
For example,  in the sentence “This
mountain is  tal l” the tokens are:
[“This”,  “Mountain”,  “ is”,  “tal l” ] .

DEFINITION
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Tokenization: 
Tokenization is the process of
breaking down raw text into tokens.
Before feeding text data into a
transformer based model,  i t  needs to
be broken down into smal ler,  machine-
readable units.  This process is  cal led
tokenizat ion.
It  involves spl i tt ing sentences into
individual  words or subword units

DEFINITION
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Word based tokenization:  
Descr ipt ion: Word-based tokenizat ion
spl its  the text into tokens based on
word boundaries.  Each token
corresponds to a complete word in the
text.

TYPES OF TOKENIZATION

Input Text :  "The quick brown fox jumps
over the lazy dog."

Tokens:  [ "The" ,  "quick" ,  "brown" ,  "fox" ,
" jumps" ,  "over" ,  " the" ,  " lazy" ,  "dog" ,  " . " ]

EXAMPLE



DINESHLAL

Word based tokenization:  

TYPES OF TOKENIZATION

Advantages Disadvantages

Stra ightforward and
intu it ive .

Preserves the
semant ic meaning of

indiv idual  words.

May not handle out-
of-vocabulary words

wel l .
Can be chal lenging for

languages with
complex morphology.
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Sub-word based tokenization:  
Descr ipt ion: Subword-based tokenizat ion spl i ts  the
text into smal ler subword units,  which may or may
not correspond to complete words.  
This approach is  part icular ly useful  for handl ing out-
of-vocabulary words and morphological ly r ich
languages.

TYPES OF TOKENIZATION

INPUT TEXT: "UNHAPPINESS"
TOKENS: [ "UN",  "HAPPI" ,  "NESS" ]EXAMPLE
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Sub-word based tokenization:  

TYPES OF TOKENIZATION

Advantages Disadvantages

Handles out-of-
vocabulary words

effect ive ly .
Adaptable to

languages with
complex morphology.

Increases vocabulary
s ize ,  leading to longer

tra in ing t imes.
May produce
subopt imal

tokenizat ions for
certa in words.
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Character-based tokenization:  
Character-based tokenizat ion represents each
character in the text as a separate token. 
This approach is  useful  when deal ing with languages
that do not have clear ly def ined word boundaries or
when handl ing text data at the character level .

TYPES OF TOKENIZATION

INPUT TEXT: "HELLO"
TOKENS: [ "H" ,  "E" ,  "L" ,  "L" ,  "O" ]

EXAMPLE
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Character-based tokenization:  

TYPES OF TOKENIZATION

Advantages Disadvantages

Preserves informat ion
at the character leve l .

Handles languages
with complex scr ipts
or character-based

languages effect ive ly .

Can result  in larger
input sequences

compared to word-
based tokenizat ion.

May not capture
higher- leve l  semant ic
informat ion present in

words.
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Sentence-based tokenization:  
Descr ipt ion: Sentence-based tokenizat ion spl i ts  the
text into tokens based on sentence boundaries.  
Each token corresponds to a complete sentence in
the text.

TYPES OF TOKENIZATION

INPUT TEXT: "HELLO, HOW ARE YOU? I 'M
DOING WELL. "

TOKENS: [ "HELLO, HOW ARE YOU?" ,  " I 'M
DOING WELL. " ]

EXAMPLE
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Sentence-based tokenization:  

TYPES OF TOKENIZATION

Advantages Disadvantages

Useful  for tasks that
operate at the
sentence leve l .

Preserves sentence
boundar ies ,  which can

be important for
certa in appl icat ions .

Requires a re l iab le
sentence segmentat ion

algor i thm.
May not be su itab le
for languages with
f lex ib le sentence

structures .
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Token Generation:
In it ia l ize the vocabulary with individual  characters
and a special  end-of-word marker.
Compute the frequency of each word piece or
subword unit  in the training data.
Merge the most frequent word pieces i terat ively
unti l  a predefined vocabulary s ize is  reached.
Tokenize input text using the generated vocabulary.

WordPiece Tokenization:
WordPiece tokenizat ion merges the most frequent
word pieces or subword units to create a vocabulary
of tokens.

TOKENIZATION METHODS
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Example Sentence: 
   "The quick brown fox jumps over the lazy dog."

Step 1:Init ial ize Vocabulary:  The init ia l  vocabulary
consists of individual  characters and a special  end-
of-word marker.

Init ia l  Vocabulary:
["T", "h", "e", " ",  "q", "u", "i",  "c",  "k",  "b", "r",
"o", "w", "n", "f",  "x",  " j",  "m", "p", "s",  "v",  "t",
"l",  "a",  "z",  "y",  "d", "g", "."]

WordPiece Tokenization (Explained with an example):  

TOKENIZATION METHODS
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WordPiece Tokenization (Explained with an example):  

TOKENIZATION METHODS

Step 2: Merge Word Pieces:  Merge the most
frequent word pieces i terat ively to create subword
units.  Here, we' l l  i l lustrate a s impl i f ied example with
a few merge operat ions:
Merge "e" + "r" →  "er"1.
Merge "e" + "n" →  "en"2.
Merge "o" + "v" →  "ov"3.
Merge "l" + "a" →  " la"4.

These merge operat ions are performed iterat ively
based on the frequency of word pieces unti l  a
predefined vocabulary s ize is  reached.
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WordPiece Tokenization (Explained with an example):  

TOKENIZATION METHODS

Step 3: Tokenization:  Tokenize the input text using
the generated subword vocabulary.  Each token
corresponds to a subword unit .

Subword Tokens:
["The", "quick",  "brown", "fox", "jumps", "over",
"the", "lazy",  "dog", "."]

In the subword tokens,  each token represents a merged
subword unit  generated by WordPiece tokenizat ion.
These subword tokens capture meaningful  l inguist ic
units in the input text whi le al lowing for f lexibi l i ty and
adaptabi l i ty to dif ferent word formations and
languages.
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Byte-level Byte Pair Encoding (BBPE):
BBPE Byte- level  Byte Pair  Encoding (BBPE) operates
at the byte level  and preserves byte- level
information, making it  suitable for handl ing
mult i l ingual  text and preserving byte- level
information such as special  characters or byte- level
encoding schemes.

TOKENIZATION METHODS

Token Generation:
Represent each character in the input text using its
byte- level  encoding.
Merge the most frequent byte pairs i terat ively to
create subword units.
Tokenize input text using the generated subword
vocabulary.
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Byte-level Byte Pair Encoding (BBPE) (Explained with
an example):  

TOKENIZATION METHODS

Example Sentence: 
   "The quick brown fox jumps over the lazy dog."

Step 1:Byte-level Representation: Each character in
the input sentence is  represented using its  byte-
level  encoding. For s impl ic ity,  let 's  consider ASCII
encoding for Engl ish characters.

Byte- level  Representat ion: ["T", "h", "e", " ",  "q", "u",
"i",  "c",  "k",  " ",  "b", "r",  "o", "w", "n", " ",  "f",  "o",
"x",  " ",  " j",  "u", "m", "p", "s",  " ",  "o", "v",  "e", "r",
" ",  "t",  "h", "e", " ",  " l",  "a",  "z",  "y",  " ",  "d", "o",
"g", "."]
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Byte-level Byte Pair Encoding (BBPE) (Explained with
an example):   

TOKENIZATION METHODS

Step 3: Tokenize the input text using the generated
subword vocabulary.  Each token corresponds to a
subword unit .

Subword Tokens:
["The", "▁quick",  "▁brown", "▁ fox",  "▁ jumps",
"▁over",  "▁the", "▁ lazy",  "▁dog", "."]

In the subword tokens,  "▁" represents the space
character,  and the remaining tokens are the merged
subword units generated by BBPE. These subword
tokens capture meaningful  l inguist ic units in the input
text whi le preserving byte- level  information and
support ing mult i l ingual  text processing.
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Unigram Language Model Tokenization:
Unigram Language Model tokenizat ion treats each
token as a separate word and computes the
l ikel ihood of dif ferent subword units using a
unigram language model.

TOKENIZATION METHODS

Token Generation:
In it ia l ize the vocabulary with individual  words.
Compute the l ikel ihood of dif ferent subword units
using a unigram language model trained on the
input text data.
Tokenize input text using the generated vocabulary.
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Unigram Language Model Tokenization (Explained
with an example):  

TOKENIZATION METHODS

Example Sentence: 
   "The quick brown fox jumps over the lazy dog."

Step 1:Init ial ize Vocabulary: The init ia l  vocabulary
consists of individual  words in the input text.

Init ia l  Vocabulary:
["The", "quick",  "brown", "fox", "jumps", "over",
"the", "lazy",  "dog", "."]



DINESHLAL

Unigram Language Model Tokenization (Explained
with an example):

TOKENIZATION METHODS

Step 2: Compute the l ikel ihood of different
subword units using a unigram language model
trained on the input text data.  In this  s impl i f ied
example, we' l l  i l lustrate the l ikel ihoods of a few
subword units:

"qu" -  l ikel ihood: 0.41.
"ick" -  l ikel ihood: 0.62.
"br" -  l ikel ihood: 0.33.
"own" -  l ikel ihood: 0.54.
"fox" -  l ikel ihood: 0.75.

These l ikel ihoods are based on the frequency of
subword units observed in the training data.
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Unigram Language Model Tokenization (Explained
with an example):  

TOKENIZATION METHODS

Step 3: Tokenization:  Tokenize the input text using the
generated subword vocabulary.  Each token corresponds
to a subword unit  with a l ikel ihood score.

Subword Tokens:
["The", "quick",  "brown", "fox", "jumps", "over",
"the", "lazy",  "dog", "."]

In the subword tokens,  each token represents a subword
unit  selected based on its  l ikel ihood score computed
from the unigram language model.  These subword
tokens capture meaningful  l inguist ic units in the input
text whi le providing f lexibi l i ty and adaptabi l i ty to
different word formations and languages.



DINESHLAL

SPECIAL  THANKS TO  CHATGPT,  OPEN A I ,  COPILOT  
FOR THE  SUPPORT ON CONTENT


