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PERPLEXITY

What i t  Measures?

Formula

Explanat ion

Example Values

What Does I ts  Value Imply?

Predict ive performance of
the model on a sample of

text.

Perplexity evaluates how
well  a language model
predicts a sequence of

words.  I t 's  the
exponentiat ion of the
average negative log-

l ikel ihood of a set of words.

Lower perplexity values
indicate better predict ive

performance.

Good Model:  10-20
Poor Model:  100
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BLEU SCORE (BILINGUAL EVALUATION UNDERSTUDY)

What i t  Measures?

Formula

Explanat ion

Example Values

What Does I ts  Value Imply?

Qual ity of machine-
generated text compared to

reference text.

BLEU score compares
generated text to one or
more reference texts by

evaluat ing n-gram precis ion
and applying a brevity

penalty to discourage short
outputs.

Higher BLEU scores
indicate better qual i ty and

closer al ignment with
reference texts.

Good Model:  0.5-1.0
Poor Model:  0.1-0.3
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ROUGE SCORE (RECALL-ORIENTED UNDERSTUDY FOR GISTING

EVALUATION)

What i t  Measures?

Formula

Explanat ion

Example Values

What Does I ts  Value Imply?

Overlap of n-grams between
generated text and

reference text.

ROUGE score evaluates n-
gram overlap between

generated and reference
texts,  focusing on recal l .

Higher ROUGE scores
indicate better text

qual i ty and al ignment with
reference texts.

Good Model:  0.6-0.8
Poor Model:  0.2-0.4
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PRECISION

What i t  Measures?

Formula

Explanat ion

Example Values

What Does I ts  Value Imply?

Proport ion of relevant
instances among the
retr ieved instances.

Precis ion evaluates how
many of the retr ieved
instances are actual ly

relevant.

Higher precis ion values
indicate fewer false

posit ives.

Good Model:  0.8-1.0
Poor Model:  0.5-0.7
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RECALL

What i t  Measures?

Formula

Explanat ion

Example Values

What Does I ts  Value Imply?

Proport ion of relevant
instances that were

retr ieved.

Recal l  evaluates how many
relevant instances were
retr ieved by the model.

Higher recal l  values
indicate fewer false

negatives.

Good Model:  0.8-1.0
Poor Model:  0.5-0.7



DINESHLAL

F1 SCORE

What i t  Measures?

Formula

Explanat ion

Example Values

What Does I ts  Value Imply?

Harmonic mean of precis ion
and recal l .

F1 Score provides a s ingle
measure of performance by

balancing precis ion and
recal l .

Higher F1 scores indicate
better overal l
performance.

Good Model:  0.8-1.0
Poor Model:  0.5-0.7
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LATENCY

What i t  Measures?

Formula

Explanat ion

Example Values

What Does I ts  Value Imply?

Time taken by the model to
generate a response.

Latency measures the
responsiveness of the

model.

Lower latency values
indicate faster responses.

Good Model:  < 100ms
Poor Model:  > 500ms

Total  Time Taken/
           Number of Requests
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THROUGHPUT

What i t  Measures?

Formula

Explanat ion

Example Values

What Does I ts  Value Imply?

Number of requests the
model can handle in a given

period.

Throughput measures the
eff ic iency of the model in

handl ing mult iple requests.

Higher throughput values
indicate better eff ic iency.

Good Model:  1000+
requests/second

Poor Model:  < 100
requests/second

Number of Requests /
               Total Time Taken
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MEMORY USAGE

What i t  Measures?

Formula

Explanat ion

Example Values

What Does I ts  Value Imply?

Amount of memory required
during inference.

Memory usage indicates
how much memory the

model consumes during
operat ion.

Lower memory usage is
preferable for scalabi l i ty

and eff ic iency.

Good Model:  < 1GBMeasured using memory
prof i l ing tools during

inference.
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EQUALIZED ODDS

What i t  Measures?

Formula

Explanat ion

Example Values

What Does I ts  Value Imply?

Difference in true posit ive
and false posit ive rates

across dif ferent
demographic groups.

Equal ized Odds ensures
that the model performs

equal ly wel l  across dif ferent
groups.

Lower values indicate
fairer models with less

bias.

Good Model:  < 0.1
Poor Model:  > 0.3
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DEMOGRAPHIC PARITY

What i t  Measures?

Formula

Explanat ion

Example Values

What Does I ts  Value Imply?

Checks i f  di f ferent groups
receive posit ive outcomes

at the same rate.

Demographic Par ity ensures
equal treatment across
demographic groups.

Lower values indicate less
bias.

Good Model:  < 0.1
Poor Model:  > 0.3

∣P(outcome = 1 |
group1)−P(outcome = 1 |

group2)∣
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CALIBRATION

What i t  Measures?

Formula

Explanat ion

Example Values

What Does I ts  Value Imply?

Alignment of predicted
probabi l i t ies with true

probabi l i t ies.

Cal ibrat ion measures i f
predicted probabi l i t ies are

accurate.

Lower ECE values indicate
better cal ibrat ion.

Good Model:  < 0.05
Poor Model:  > 0.1

∣P(outcome = 1 |
group1)−P(outcome = 1 |

group2)∣
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